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#### Abstract

Due to massive parallelism, enormous memory storage and very low energy consumption, biomolecular operations have been suggested to solve various NP-hard problems that are beyond the capability of the fastest known digital computer. The optimal linear arrangement (OLA) problem is a well-known NP-hard combinatorial optimization problem. Based on a DNA computational model, this paper describes a novel algorithm for the OLA problem, which is executed in $\mathrm{O}\left(n^{3} \log _{2} n\right)$ DNA operations on tubes of $(n K+n+m+L+1)$-bits DNA strands, where $K=\left\lceil\log _{2} n\right\rceil$ and $L=\left\lceil\log _{2}(n m)\right\rceil+1$. With the advance in molecular biology techniques, this algorithm may be of practical utility.
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## 1 Introduction

DNA computation uses DNA as information storage and biochemical operations to process the information. It can be used to solve computationally intractable (technically, NP-complete or NP-hard) problems due to its advantages over conventional digital computing: massive parallelism, enormous memory storage and low energy consumption. Since the seminal work by Adleman [1] that describes how to solve a seven-node instance of a well-known NP-hard problem (the directed Hamiltonian

[^0]path problem) via biological operations, DNA computation has received considerable interests from researchers. In particular, several typical DNA computational models have already been established (say, the Adleman-Lipton model [1,2], the restrictionenzyme model [3], the sticker model [4], the surface-based model [5], the self-assembly model [6] and the hairpin model [7]). Based on these models, a number of NP-complete (or NP-hard) problems have been solved at least theoretically [1-3,8-14]. In order to fully understanding the power of biological computation, it is worthwhile to try to solve more kinds of computationally intractable problems with the aid of DNA operations.

The optimal linear arrangement (OLA) problem, which was introduced by Harper to design error-correcting codes with minimal average absolute errors on certain classes of graph, is to find a permutation $\pi$ of vertices $V$ of a given graph such that the cost $\sum_{(i, j) \in E}|\pi(i)-\pi(j)|$ is minimum $[15,16]$. Some graph layout problems, such as bandwidth and cutwidth, are the variations of the OLA. The primary applications of the OLA are in the areas of circuit design and circuit layout [17-20]. Additionally, The OLA also plays an important role in computational biology [21], graph drawing [22], and so on. The OLA is well known to be NP-hard, and in some sense even more difficult than NP-hardness alone would indicate [23,24]. As a result, various heuristic algorithms have been devised for the OLA [17,25-27].

Motivated by the above mentioned work, this paper presents a molecular algorithm for the OLA problem based on a combination of Adleman-Lipton model and the sticker model. The proposed algorithm suggests a promising solution to the OLA for it requires only $O\left(n^{3} \log _{2} n\right)$ DNA operations on tube of ( $n K+n+m+L+1$ )-bits DNA strands, where $n=|V|, m=|E|, K=\left\lceil\log _{2} n\right\rceil$, and $L=\left\lceil\log _{2}(n m)\right\rceil+1$. It may play an important role in practice, when further advances in biological techniques lead to an efficient implementation of DNA computer.

This paper is organized as follows. Section 2 formally describes the Adleman-Lipton-sticker model and the OLA problem. Sections 3 and 4 propose a novel DNA algorithm for the OLA problem and analyze its complexity. Section 5 closes this work by some summary remarks.

## 2 Preliminary knowledge

In this paper, we formally describe the Adleman-Lipton-sticker model of DNA computation. We then formalize the $O L A$ problem.

### 2.1 DNA computation

A DNA molecule is a polymer constructed from monomers called deoxyribonucleotides, which are strung together in a strand like beads on a necklace. A schematic representation of a DNA molecule is shown in Fig. 1. Every deoxyribonucleotide is comprised of three parts: a ribose group, a phosphate group and a nitrogenous base. The ribose has five carbon atoms, which are numbered from $1^{\prime}$ to $5^{\prime}$. Within the ribose there is a hydroxyl group attached to the $3^{\prime}$ carbon. The base is attached to the $1^{\prime}$ carbon, and the phosphate group is attached to the $5^{\prime}$ carbon. In DNA molecules, nucleotides are only distinguished from their bases, which are adenine, guanine, cytosine, and

Fig. 1 A schematic representation of a DNA molecule

thymine, respectively abbreviated $A, G, C$, and $T$. Therefore, nucleotides are simply represented as $A, G, C$, or $T$ nucleotides, according to their corresponding bases.

Any single strand of DNA is linked by a backbone that is formed by the alternating phosphate and ribose of each nucleotide, in which the $5^{\prime}$-phosphate group of one nucleotide is joined with the $3^{\prime}$-hydroxyl group of the other. This gives the DNA molecule a direction from $5^{\prime}$-phosphate group (denoted by $5^{\prime}$ end) to $3^{\prime}$-hydroxyl group (denoted by $3^{\prime}$ end), or reverse direction from $3^{\prime}$ end to $5^{\prime}$ end.

DNA is best known for double-helix bonding. Nucleotides in respective DNA strands are attracted each other by hydrogen bond, which is formed by the base of one nucleotide interacting with the base of the other. This attraction exists only in restrict pairs of bases: $A$ matches $T$, and $C$ matches $G$. This pairing principle is called the Watson-Crick complement rule. Two strands of DNA can form the most stable double helix, only if the respective bases are the Watson-Crick complements of each other, and also $3^{\prime}$ end matches $5^{\prime}$ end.

Along with the development of molecular biology techniques, the DNA strands can be quickly and cheaply synthesized. Thus, they can store information in the form of four-letter strings ( $A, G, C$ and $T$ ) at molecular level. Founded on above idea, DNA computation proceeds in three phases: first, generate a data pool of DNA strands that encode all possible solutions to the studied problem; second, by employing molecular biology laboratory techniques, orderly apply a series of DNA operations on DNA strands to in large exclude the DNA strands that do not satisfy logic constraints of the problem; third, detect whether a result set contains at the least one DNA strand, if do, describe it, i.e., readout answer. The second step is a typical data-parallel computation that greatly accelerates a tedious computing process for a hard problem.

### 2.2 The Adleman-Lipton-sticker model

The Adleman-Lipton-sticker model is a DNA computational model, which fully utilizes the advantages of both the Adleman-Lipton model and the sticker model. Below is a detailed description of this hybrid model.

### 2.2.1 Representation of information

Under the Adleman-Lipton-sticker model, information (a bit string) is represented by the partial duplex DNA strand called memory complex. Memory complex involves two basic groups of single stranded DNA molecules: the longer memory strands and the shorter sticker strands (or simply sticker). A typical memory strand is divided into $N$ non-overlapping regions (known as bits) with $B$ bases each (typically, $B:=20$ ). Corresponding to $N$-bits memory strand, $N$ different sticker is needed. Each sticker is $B$ bases long and is complementary to one and only one of the $N$ bits according to the Watson-Crick complement rule. A bit of a given memory strand assumes value 1 or 0 depending on whether its corresponding sticker is annealed to this region or not. In this way, a bit string of $\{0,1\}^{N}$ is represented by a $N$-bits memory strand with stickers annealed only at required regions. Accordingly, a large set of bit strings is represented by a collection of memory complexes, called a tube.

According to Sect. 2.1, the first step of DNA computation is to generate solution space of DNA strands. Consider a problem with $M$-bits input. It is clear that there are $2^{M}$ possible solutions and, hence, the memory strand encoding the possible solutions must have more than $M$ bits. The first $M$ bits, we called solution space, represent the encoding of the possible solution and are "randomly" annealed with corresponding stickers at the first step. The remaining $N-M$ bits, we called working space, are used for intermediate storage and initially zero.

Although errors are inevitable in biochemical operations, error rates can be reduced to tolerable levels. Under the Adleman-Lipton-sticker model, the error-resistant ability heavily depends on the DNA sequence of the memory strand. Up to the present, the problem of strand design has been an open question. For more details, refer to [4,28-30].

Design of the memory strand may be difficult, whereas, once an $N$-bits strand found, it can be used and reused for any problem requiring $N$ or fewer bits. In a sense, the design is simplified for functionality of the strand can be designed and tested once and for all.

### 2.2.2 DNA operations

Under the Adleman-Lipton-sticker model, several DNA operations on tubes are defined to implement special algorithms, just as mathematical operations on a multiset of bit strings. The following are some operations used in this paper.

There are five principal operations during computing: merge, extract, set, clear, and discard.

- $\quad T:=\operatorname{merge}\left(T_{1}, T_{2}\right)$. Given two tubes $T_{1}$ and $T_{2}$, get a tube $T$ containing all strands in $T_{1}$ or $T_{2}$.
- $\quad\left(T_{0}, T_{1}\right):=\operatorname{extract}(T, i)$. Given a tube $T$ and a bit index $i$, get two tubes $T_{0}$ and $T_{1}$, where $T_{0}$ and $T_{1}$ contains all those strands in $T$ with bit $i$ set as 0 and 1, respectively.
- $\quad T:=\operatorname{set}\left(T_{0}, i\right)$. Given a tube $T_{0}$ and a bit index $i$, get a tube $T$ by setting bit $i$ of all strands in $T_{0}$ as 1.
- $T:=\operatorname{clear}\left(T_{0}, i\right)$. Given a tube $T_{0}$ and a bit index $i$, get a tube $T$ by setting bit $i$ of all strands in $T_{0}$ as 0 .
- discard $(T)$. Given a tube $T$, discard all strands in $T$.

During the preparation of the initial tube, three additional operations are necessary: make, amplify, and separate.

- $T:=$ make $(c o)$. Given the code $c o$ of a DNA sequence, get a tube $T$ of exactly one single-stranded DNA molecule that is encoded with co.
- $T:=\operatorname{amplify}\left(T_{0}, p\right)$. Given a tube $T_{0}$ and a positive integer $p$, get a tube $T$ that contains $p$ copies of every DNA strand in $T_{0}$.
- $\left(T_{1}, T_{0}\right):=\operatorname{separate}(T)$. Given a tube $T$, get two test tubes $T_{1}$ and $T_{0}$, each of which contains one half of the contents in $T$.

For the purpose of obtaining the final result, we need two different operations: detect and read.

- bool $:=\operatorname{detect}(T):$ Given a tube $T$, get a Boolean variable bool, which assumes value yes or no according as there exists a DNA strand in $T$ or not.
- $\quad s:=\operatorname{read}(T):$ Given a tube $T$ of at least one DNA strand, get a strand $s$ in $T$.

For the implementation details of these biochemical operations, refer to [4].

### 2.3 The OLA problem

Consider a undirected simple graph $G=(V, E)$, where $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$. Let $n=|V|, m=|E|$. The incidence matrix of $G$ is an $n \times m$ $0-1$ matrix $M(G)=\left[m_{i j}\right]$, where $m_{i j}=1$ or 0 according as the vertex $v_{i}$ is incident to the edge $e_{j}$ or not.

A linear arrangement of the vertices, $V$, is a permutation $\pi=\pi(1) \pi(2) \ldots \pi(n)$ of $\{1,2, \ldots, n\}$. The vertex $v_{i}$ is assigned the $\pi(i)$ th position in the linear arrangement. The cost of a permutation $\pi$ is:

$$
\begin{equation*}
\operatorname{cost}(\pi)=\sum_{(i, j) \ni E}|\pi(i)-\pi(j)| \tag{1}
\end{equation*}
$$

The optimal linear arrangement (OLA) problem is to obtain a $\pi$ with minimum cost.

## 3 A DNA algorithm for the OLA problem

### 3.1 Basic idea

The basic idea behind our DNA algorithm for the OLA problem is to find an optimal arrangement by checking all $n$-permutations of $\left\{1,2, \ldots, 2^{\left\lceil\log _{2} n\right\rceil}\right\}$ with repetition allowed (namely, $\left.P^{R}\left(2^{\left\lceil\log _{2} n\right\rceil}, n\right)\right)$ by brute force. Specifically, the proposed algorithm consists of four steps:

Step 1: Construct set $T$ of $P^{R}\left(2^{\left\lceil\log _{2} n\right\rceil}, n\right)$ permutations;
Step 2: Scan all elements of every permutation in $T$ orderly, exclude illegal ones with elements reduplicated or out of $n$, thus, get all linear arrangements of vertices $V$;

Step 3: Accumulate contribution of element to the cost of the arrangement while scanning in step 2 ;

Step 4: Pick out an arrangement in $T$ so that the cost is minimum.

### 3.2 Strand design

To implement above idea, our DNA algorithm will perform operations on tubes of $(n K+n+m+L+1)$-bits DNA strands, where $K=\left\lceil\log _{2} n\right\rceil, L=\left\lceil\log _{2}(n m)\right\rceil+1$. $f(x)=\left\lceil\log _{2} x\right\rceil$ is the number of bits of a nonnegative binary integer $x$. Furthermore, every such strand is partitioned into solution space and working space that is composed of vertex space, edge space, and cost space (Fig. 2):

- The solution space, which is composed of the 1 st through $(n K)$ th bits. This space is subdivided into $n$ segments with $K$ bits each. For $1 \leq j \leq n$, The $j$ th segment set to $i$ (obviously, $0 \leq i \leq 2^{K}-1$ ) represents that $v_{i+1}$ is assigned the $j$ th position, i.e., $\pi(i+1)=j$. Therefore, all possible $P^{R}\left(2^{K}, n\right)=2^{n K}$ arrangement candidates are recorded.
- The vertex space, which is composed of the $(n K+1)$ th through the $(n K+n)$ th bits. For $1 \leq i \leq n$, the $i$ th bit in this space will be logically viewed as $\operatorname{VS}(i)$. Bit $\mathrm{VS}(i)$ set to 1 represents that $v_{i}$ is already in the permutation. In $P^{R}\left(2^{K}, n\right)$ permutations, all those unfeasible linear arrangements of graph $G$ include two situations: elements are repetitive or out of $n$. This space can be used to eliminate the former.
- The edge space, which is composed of the $(n K+n+1)$ th through the $(n K+$ $n+m$ )th bits. For $1 \leq k \leq m$, the $k$ th bit in this space will be logically viewed as $\mathrm{ES}(k)$. According to equation (1), if $e_{k}=(i, j)$ and $\pi(i)<\pi(j)$, the contribution of $v_{i}$ to the cost of the arrangement is $-\pi(i)$ and $v_{j}$ is $+\pi(j)$. $\operatorname{Bit} \operatorname{ES}(k)$ set to 1 represents that the $\pi(i)$ th segment of the solution space has been checked while scanning the permutation. Due to the design of the solution space, the $\pi(i)$ th segment is always checked before the $\pi(j)$ th.
- The cost space, which is composed of the $(n K+n+m+1)$ th through the ( $n K+n+m+L+1$ )th bits. For $1 \leq i \leq L+1$, the $i$ th bit in this space will be logically viewed as $\operatorname{CS}(i)$. Bits $\operatorname{CS}(1) \sim \operatorname{CS}(L)$ will be used to calculate and store the value of the cost in form of complementary offset binary, where sign is


Fig. 2 An $(n K, n+m+L+1)$ DNA strand
assigned to $\mathrm{CS}(1)$. Bit $\mathrm{CS}(L+1)$ will be used to store related carry information. In spite of the fact that the upper bound on OLA for any simple graph $G$ of order $n$ is $\frac{(n-1) n(n+1)}{6}$ [25], $L$ bits are sufficient to store intermediate data of cost.
For our purpose, the code of the ( $n K+n+m+L+1$ )-bits memory strand is assumed to be known. Henceforth, such a DNA strand is called as an ( $n K, n+m+L+1$ ) strand. Given an $(n K, n+m+L+1)$ strand $s$, we let $s(p, q)$ denote the binary string corresponding to the $p$ th through $q$ th bit regions of s , and $s(\mathrm{CS}(1): \mathrm{CS}(\mathrm{L}))$ the integer formed by the values stored in bits $\mathrm{CS}(1)$ through $\mathrm{CS}(L)$.

To implement our DNA algorithm, several DNA subroutines are developed in subsequent four subsections. Their time complexities are analyzed in terms of the numbers of DNA operations involved.

### 3.3 DNA initialization

```
Subroutine \(T:=\) dna_init \((n, m, r)\)
```

Input: $\quad n, m, r$ : three positive integers.
Output: $\quad T$ : a tube that contains $r$ copies of each $(n K, n+m+L+1)$ strand that has 1 or 0 in each bit of the solution space and has 0 in each bit of the working space.
begin

1. $\quad T:=\operatorname{make}(\operatorname{code}(n K+n+m+L+1))$;
2. $\quad T:=\operatorname{amplify}\left(T, r \times 2^{n K}\right)$;
3. for $i:=1$ to $n K$
4. $\left(T_{0}, T_{1}\right):=\operatorname{separate}(T)$;
5. $\quad T_{1}:=\operatorname{set}\left(T_{1}, i\right)$;
6. $\quad T:=\operatorname{merge}\left(T_{1}, T_{0}\right)$;
7. end $\{$ for $i\}$;
end.
Remark The parameter $r$ is used to regulate the error-tolerance of our algorithm. The error-resistant ability of the proposed algorithm can be further improved by employing the techniques proposed by Boneh and Lipton [31] and Karp et al. [32].

By inspection of this subroutine, we get
Lemma 1 Subroutine dna_init is executed in $3 n K+2$ tube operations.

### 3.4 DNA division

Subroutine $\left(T_{1}, T_{2}, \ldots, T_{n}\right):=$ dna_divi $\left(T_{0}, k\right)$
Input: $\quad T_{0}$ : a test tube of $(n K, n+m+L+1)$ DNA strands;
$k$ : an integer that satisfies $1 \leq k \leq n$.
Output: $\quad\left(T_{1}, T_{2}, \ldots, T_{n}\right): n$ tubes, where $T_{i}$ only contains all those stands in $T_{0}$ with the $k$ th segment of solution space set as $(i-1)$.
begin

1. $R:=0$;
2. rename $T_{0}$ as $T_{1}$;
3. for $i:=0$ to $K-1$
4. for $j:=0$ to $R$ step $2^{K-i}$
5. $\quad\left(T_{j+1}, T_{j+2^{K-i-1}+1}\right):=\operatorname{extract}\left(T_{j+1}, K(k-1)+i+1\right)$;
6. end $\{$ for $j\}$;
7. $\quad$ if $n>\left(R+2^{K-i-1}\right)$, then $R:=R+2^{K-i-1}$;
8. end $\{$ for $i\}$;
9. if $\left(j+2^{K-i-1}+1\right)>n$, then $\operatorname{discard}\left(T_{j+2^{K-i-1}+1}\right)$; end.

The executing of subroutine dna_divi can be intuitively described in form of a binary tree, as shown in Fig. 3 (for $n=11$ ). By relative theorem about binary tree and inspection of this subroutine, we derive

Lemma 2 Subroutine dna_divi is executed in $n+2$ tube operations.

### 3.5 DNA addition

Given an integer $d$, we let $[d]_{c}$ denote its complementary offset binary representation.
Subroutine $T:=\mathbf{d n a} \_\operatorname{add}\left(T_{0}, d\right)$
Input: $\quad T_{0}$ : a tube of $(n K, n+m+L+1)$ DNA strands;
$d$ : an integer;
Output: $\quad T$ : a tube obtained by modifying every strand $s$ in $T_{0}$ in this way:

$$
s(\mathrm{CS}(1): \operatorname{CS}(L)):=s(\mathrm{CS}(1): \mathrm{CS}(L))+[d]_{\mathrm{c}}
$$

begin

1. $T:=\operatorname{clear}\left(T_{0}, \operatorname{CS}(L+1)\right)$;
2. for $i:=0$ to $L-1$
3. $\left(T_{0}, T_{1}\right):=\operatorname{extract}(T, \operatorname{CS}(L-i))$;
4. $\quad\left(T_{10}, T_{11}\right):=\operatorname{extract}\left(T_{1}, \operatorname{CS}(L+1)\right)$;
5. $\quad\left(T_{00}, T_{01}\right):=\operatorname{extract}\left(T_{0}, \operatorname{CS}(L+1)\right)$;


Fig. 3 An intuitive describe of the executing of subroutine dna_divi (for $n=11$ )
6. if the $(i+1)$ th least significant bit of $[d]_{c}$ is 1 , then
7. $\quad T_{10}:=\operatorname{clear}\left(T_{10}, \mathrm{CS}(L-i)\right)$;
8. $\quad T_{10}:=\operatorname{set}\left(T_{10}, \operatorname{CS}(L+1)\right)$;
9. $\quad T_{00}:=\operatorname{set}\left(T_{00}, \operatorname{CS}(L-i)\right)$;
10. end \{if\};
11. if the $(i+1)$ th least significant bit of $[d]_{c}$ is 0 , then
12. $T_{11}:=\operatorname{clear}\left(T_{11}, \operatorname{CS}(L-i)\right)$;
13. $\quad T_{01}:=\operatorname{set}\left(T_{01}, \operatorname{CS}(L-i)\right)$;
14. $\quad T_{01}:=\operatorname{clear}\left(T_{01}, \mathrm{CS}(L+1)\right)$;
15. end \{if\};
16. $T_{1}:=\operatorname{merge}\left(T_{11}, T_{10}\right)$;
17. $T_{0}:=\operatorname{merge}\left(T_{01}, T_{00}\right)$;
18. $T:=\operatorname{merge}\left(T_{1}, T_{0}\right)$;
19. end \{for $i\}$;
end.
Lemma 3 Subroutine dna_add is executed in $9 L+1$ tube operations.

### 3.6 DNA optimization

Subroutine $s:=$ dna_opt $(T)$
Input: $\quad T$ : a nonempty test tube of $(n K, n+m+L+1)$ DNA strands.
Output: $\quad s$ : a DNA strand in $T$ such that $s(\mathrm{CS}(2): \mathrm{CS}(L))$ attains the minimum.
begin

1. for $i=2$ to $L$
2. $\quad\left(T_{0}, T_{1}\right):=\operatorname{extract}(T, \mathrm{CS}(i))$;
3. if $\operatorname{detect}\left(T_{0}\right)=$ yes, then rename $T_{0}$ as $T$;
4. else rename $T_{1}$ as $T$;
5. end $\{$ for $i\}$;
6. $s:=\operatorname{read}(T)$;
end.
Because of positive cost and definition of complementary offset binary, we conclude that a strand with minimum cost can be found after subroutine dna_opt.

Lemma 4 Subroutine dna_opt is executed in $2 L-1$ tube operations.

### 3.7 Complete description of the DNA algorithm

Based on the previous discussions, we are in a position to describe a DNA algorithm for the OLA problem.

Algorithm $\boldsymbol{B S}:=$ dna_ola $(G, r)$
Input: $\quad G$ : an undirected simple graph, with $n$ vertices, $m$ edges and incident matrix $M$.
$r$ : a nonnegative integer, which is used as the error-resistant control parameter.

Output: a binary string $B S=b_{1} b_{2}, \ldots, b_{n K}$ that represents an optimal linear arrangement of given graph $G$.
begin
$K:=\left\lceil\log _{2} n\right\rceil ;$
$L:=\left\lceil\log _{2}(n m)\right\rceil+1$;
$T_{1}:=$ dna_init $(n, m, r)$;
for $k:=1$ to $n$
$\left(T_{1}, T_{2}, \ldots, T_{n}\right):=$ dna_divi $\left(T_{1}, k\right) ;$
for $i:=1$ to $n$
$\left(T_{i 0}, T_{i 1}\right):=\operatorname{extract}\left(T_{i}, \mathrm{VS}(i)\right)$;
discard $\left(T_{i 1}\right)$;
$T_{i 0}:=\operatorname{set}\left(T_{i 0}, \mathrm{VS}(i)\right)$;
rename $T_{i 0}$ as $T_{i}$;
for $j:=1$ to $m$
if $m_{i j}=1$, then
$\left(T_{i 0}, T_{i 1}\right):=\operatorname{extract}\left(T_{i}, \mathrm{ES}(j)\right)$;
$T_{i 0}:=$ dna_add $\left(T_{i 0},-k\right)$;
$T_{i 0}:=\operatorname{set}\left(T_{i 0}, \operatorname{ES}(j)\right)$;
$T_{i 1}:=$ dna_add $\left(T_{i 1},+k\right)$;
$T_{i}:=\operatorname{merge}\left(T_{i 0}, T_{i 1}\right)$;
end $\{i f\}$;
end $\{$ for $j\}$;
end $\{$ for $i\}$;
for $i:=2$ to $n, T_{1}:=\operatorname{merge}\left(T_{1}, T_{i}\right) ;$
end $\{$ for $k\}$;
$s:=$ dna_opt $\left(T_{1}\right) ;$
return $(s(1, n K))$;
end.

## 4 The complexity of the proposed DNA algorithm

There are several criterions to measure a DNA algorithm:

- The solution space size, which determining the volume of tube. We call it volume complexity;
- The maximal length of the DNA molecular. In Adleman-Lipton-sticker model, measured as the length of the memory strand. We call it molecular complexity;
- The numbers of tubes used during the algorithm is executed. We call it space complexity;
- The numbers of operations performed during the algorithm is executed. We call it time complexity.
The following two theorems, which follow directly from Sect. 3.2, characterize the volume complexity and the molecular complexity of the algorithm dna_ola, respectively.
Theorem 1 For a graph $G$ with $n$ nodes and $m$ edges, algorithm dna_ola has a solution space of size $2^{n K}$.

Theorem 2 For a graph $G$ with $n$ nodes and $m$ edges, the memory strand used in algorithm dna_ola consists of $n K+n+m+L+1$ bit regions.

Theorem 3 and Theorem 4 describe the space complexity and the time complexity of the algorithm dna_ola, respectively.

Theorem 3 For a graph $G$ with $n$ nodes and $m$ edges, algorithm dna_ola requires $2 n$ tubes.

Proof After statement 5, tube $T_{1}$ is divided into $n$ tubes. For each tube $T_{i}$, two tubes are required to accomplish statements 7-17.

Theorem 4 For a graph $G$ with $n$ nodes and $m$ edges, algorithm dna_ola is executed in $18 n m L+2 n^{2}+5 n m+3 n K+4 n+2 L+1$ tube operations.

Proof By Lemma 1, statement 3 requires $3 n K+2$ tube operations.
By Lemma 2, statement 4 costs $n+2$ tube operations.
Since statements 7-19 can be executed simultaneously in $n$ tubes, the loop represented by statements $6-20$ is carried out in $18 m L+5 m+3$ tube operations by observation and in review of Lemma 3.

Therefore, the execution of the loop represented by statements $4-22$ needs $18 n m L+$ $2 n^{2}+5 n m+4 n$ tube operations.

By Lemma 4, statement 23 is executed in $2 L-1$ tube operations.
The claimed result follows.
Note that $m \leq \frac{n(n-1)}{2}, K=\left\lceil\log _{2} n\right\rceil$, and $L=\left\lceil\log _{2}(n m)\right\rceil+1$, thus, the algorithm dna_ola can be executed in $O\left(n^{3} \log _{2} n\right)$ tube operations.

## 5 Summary

Under the Adleman-Lipton-sticker model, a DNA algorithm for the OLA problem has been presented. This algorithm is theoretically effective for it is executed in $O\left(n^{3} \log _{2} n\right)$ tube operations on tubes of $(n K+n+m+L+1)$-bits DNA strands. With further advance in molecular biology techniques, it may play an important role in practice. Moreover, the work of this paper provides more evidence for the ability of DNA computation to solve the NP-hard problems.
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